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ABSTRACT

As humans, we have expectations for the results of any aaign
we expect at least one student to be returned when we quely a un
versity database for student records. When these expmttadie
not met, traditional database users often explore data&ets se-
ries of slightly altered SQL queries. Yet most databasesacisevia
limited interfaces that deprive end users of the abilitylteraheir
query in any way to garner better understanding of the datamk
result set. Users are unable to question why a particular itk

is Not in the result set of a given query. In this work, we depeh
model for answers to WY NOT? queries. We show through a user
study the usefulness of our answers, and describe two #igwi
for finding the manipulation that discarded the data itenmteriest.
Moreover, we work through two different methods for tracthg
discarded data item that can be used with either algorithgingJ
our algorithms, it is feasible for users to find the manigatathat
excluded the data item of interest, and can eliminate the fae
exhausting debugging.

Categories and Subject Descriptors

H.1.2 [User/Machine Systemp Human information processing;
H.2.8 [Database Applicationg: Scientific databases; E.Ggneral:
Data

General Terms
Algorithms, Human Factors, Verification

Keywords

Provenance, Lineage, User understanding, Result exmasat

1. INTRODUCTION

Why did the chicken not cross the road? Why not Colbert for
President? Why did Travelocity not show me the Drake Hotel as
lodging option in Chicago? Why did Frank Sinatra not havenoro
eyes? Except for the unfathomable chicken, there is ancixma-
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son for each of these events not occurting/nderstanding why
events do not occur is a natural process we use to understand o
world. In the arena of databases and software systems, goese
tions often sound like: Why did this program not complete?ywh
did this tuple not appear in the result set? etc. The typesponse
to such questions is an epic debugging session in which thet ex
series of events is painstakingly traced until the answsd.
Provenance, or the history of a piece of data, has been dtudie
in order to explain where data came from [5, 9, 10] and what hap
pened to it along the way [1, 2, 12, 19]. This information can b
utilized to assist us in understanding why data items exitinva
result set [1, 17, 19]. Provenance in these works can hellaiexp
surprises within a result set. However, what happens whesuh
prise is not what is found within the result set, but what issitig
from the result set? Consider the following set of user potd:
e A scientist searches a biological database for: “sterol AND
organism='Homo sapiens™. A known function #BC1 is
“sterol transporter activity”, so why is it not in the resséit?

e A business traveler searches for flights on a popular flight
booking web site, he cannot understand why there is no direct
flight from DTW to LAX listed. He took that flight last week,
so why is it not in the result set?

e A fan wants to see all the scoop about “the king'Return
of the Kingand types “Vito Mortensen” in IMDB. No Vito
Mortensen is returned. Why not?

There is one running theme throughout the problems encoun-
tered above, despite the differences in domain: the uses doe
have the ability to alter their query in any way to garner dxetin-
derstanding of the dataset and result set. For instancestandard
database system, if the user queries: SELECT name FROM em-
ployees WHERE salary >$100,000, and there are no resués, th
natural inclination is to slightly alter the query. Thuse thser may
turn around and enter: SELECT name FROM employees WHERE
salary >$75,000. In other words, an experienced classabedae
user has the means to explore the database and query space. A
traditional database user is comfortable using this metloggy to
explore the characteristics of a dataset, and would haveed to
ask WHY NoT?. Unfortunately, many applications and users no
longer fit this paradigm. In the above examples, the usersatre
database users, they are application users who have ns&cctke
underlying dataset. They cannot sift through the datasdeter-
mine WHY NoOT? when they encounter an unexpectedly missing
result. Additionally, the applications themselves linfiettype of
queries the users can submit. In the Business Traveler Heamp

1On November 1, 2007, the South Carolina Democratic Party ex-
ecutive council refused Colbert’s ballot application by3a3lvote.
Graduate students don’t make enough to stay at the Draké, ldste
noted in my cost preferences. According to Mendelian Irthece,
Sinatra did not have the dominant gene required.



above, Travelocity only allows the user to choose dates acat |
tion; it is impossible for the user to subtly alter the quarycomb
through the dataset to find the flight he thinks he knows alféiut.
nally, in a traditional database, a standard, well-undersset of
operators exist. In many applications this is not true, &edgres-
ence of complex, programmatic operations will obfuscatg ddta

is not in the result set. In the biology example, whyABC1 not

in the result set after the query? The user knows that thege is
database behind the application, but how does the keywaed/qu
interface with it? How are the results retrieved and dispté&y Is
there a bug? In actuality, the only reas®BC1 is not in the result
set after this query is because the biological databasedispjays
the top 100 hits, andBC1 falls outside the range. This sort of
WHY NOT? question could never be addressed via the sift and
comb database search method.

This work was inspired by biological scientists attemptiogn-
derstand the results presented by bioinformatics tooles@&isers
knoweverything about their favorite biological entity (DNA, RN
protein, organism, etc). When an informatics tool presesssits
contradictory to the expectations engendered by this kedyd,
there is no way for the scientists to pick apart the undeglyata
or computations. Typically, this leads the scientists t@whup
their hands and walk away from the tool forever.

1.1 The Problem

For ease of explanation, we will leave the biological domaird
present examples using books. After performing a set ofioslal
operators, application functions, or mixture of both, aileset is
formed. For instance, the data foundYa Olde Booke Shoppia
Table 1, is the result set of a manual curation of Library A and
Natural Language Processing of Library B, with a merge and du
plicate removal process applied to the two outputs. In otlweds,

a set of non-relational manipulations created the restilgben a
user queries th¥e Olde Booke Shopjgatabase, a set of relational
operators, and perhaps user functions, is used.

Once a result set is formed, if a user is unable to find what she
wished, she must specify what she is seeking, using keyrduatt
values. Using this information, we describe how to offerlarp-
tions to the user about why the data is not in the result set.

ExampPLE 1. Table 1 contains the contents of Ye Olde Booke
Shoppe. If a shopper knows that all “window display books2 ar

Author Title Price  Publisher
Epic of Gilgamesh $150 Hesperus
Euripides Medea $16 Free Press
Homer liad $18 Penguin
Homer Odyssey $49 Vintage
Hrotsvit Basilius $20 Harper
Longfellow  Wreck of the Hesperus  $89 Penguin
Shakespeare Coriolanus $70 Penguin
Sophocles Antigone $48 Free Prgss
Virgil Aeneid $92 Vintage

Table 1: The set of books inYe Olde Booke Shoppe

In Section 2, we provide a model and definitions that allowous t
describe a piece of data not in the result set, and ask whyniitis
there. Moreover, we provide a model which allows us to answer
WHY NOT? questions. In Sections 3—4 we discuss howwV
NoT? answers can be computed. The evaluation of our methods is
presented in Section 5. In Section 6, we discuss related; wgek
conclude in Section 7.

2. FOUNDATIONS

Throughout this work, we call the basic logical data unitzda
item Data items may be tuples in a relational table, elements in
XML, objects of arbitrary granularity in an OODB, etc. Oneala
item may completely include, overlap with, or be totallyjdist
from another data item. A data item contains a seattibutes
A data item that is a tuple contains standard relationaibates;

a data item that is an XML element contains attributes that ar
child elements or attributes. Each attribute is associatdda data
value. Attributes can be single or multi-valued.datasetis com-
prised of a set of data items.

Datasets are often manipulated via workflows such as [3,]6, 18
A MANIPULATION is a basic unit of processing in a workflow or
query evaluation plan. Each ANIPULATION takes one or more
data sets as input and produces a dataset as output. We write
M(D" D', ..) = D° toindicate that M\NIPULATION M takes
datasetd!1, D2, etc as input to generate data £¥ as output.

For example, the MINIPULATION Select_Books_<$20 ap-
plied to theYe Olde Booke Shopggshown in Figure 1(a)) dataset

around $20, and wishes to make a cheap purchase, she may issu?:)roduces an output set comprising (Euripides, “Medea”pnger,

the query: Show me all window-books. Suppose the resulttfrism
query is: (Euripides, “Medea”). Why is (Hrotsvit, “Basilal) not

in the result set? Is it not a book in the book store? Does it cos
more than $207 Is there a bug in the query-database intesach
that her query was not correctly translated?

“lliad™), and (Hrotsvit, “Basilius”). An instance of a MNIPULA -
TION applied to a specific data item we calln@anipulation \We
write m(d’t, d'2,...) = d°, whered'* € D1, d° € D, etc.m
is an instance o/ applied to specific data iteraé= within dataset
D™=, For example, an instance #fpply_SeasonalCriteria, in
Figure 1(a), applied to the book (Hrotsvit, “Basilius”) rhigresult

WHY NOT? is a series of statements about the potential reasonsin ().

the data of interest to the user is missing from the resulMgetcan
leverage provenance records [4, 6, 13], query specificatiohthe
user’s own question to help understandiWNoOT?. In the exam-
ple above, we can trace (Hrotsvit, “Basilius”)’s progrelsstigh

all the manipulations performed on (Euripides, “Medea”veBy

manipulation at which the two do not behave similarly is asilus

answer to “Why Not?".

Throughout the rest of this work, for ease of reader comprehe
sion, we utilize a classic book database, with standardioak
operators, and a few user defined, “server-side” functid#ew-
ever, we would like to emphasize that the problem we are adedre
ing exists outside of traditional databases, and our tecksi can
be applied to applications as well.

In short, a MANIPULATION is a discrete component of a work-
flow, and uses a set of specific attributes from the input éatés
our work, we are intentionally agnostic about the grantyasf a
MANIPULATION. If the entire “workflow” comprises a single com-
plex database query, then each operator in the query treebmay
treated as a MINIPULATION. When dealing with a more complex
workflow in which the database query is only one piece, arrenti
relational query may be a single AMiiPULATION. We could, in
an application-dependent manner choose to be at any inderme
ate point between these, and may even haveN\MULATIONS at
different granularities within the same application. SdvheNnipP-
ULATIONS relevant to our running example are as follows:
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Figure 1: A set of workflows and query evaluation plans. (a) Fids the Window Display for Ye Olde Booke Shoppéb) Determines the
top character genre inYe Olde Booke Shoppg) Creates a result set with all Shakespeare books in LibArad all books >$100 in LibB,
determines the intersection of “Window Books” and “Freshman English Books” in this set and outputs any that were publisted after
1950. (Operators are numbered for ease of reference.) (d) @uies Ye Olde Booke Shopyher all books priced less than The Odyssey.
(e) QueriesYe Olde Booke Shopper all books priced greater than $100 and written in Europe.

MANIPULATION 1. Selection
Selects a subset of data from an input datasgthased on a selec-
tion condition on a data item'’s attribute.

EXAMPLE 2.
SELECT * FROM books
WHERE price <$70

MANIPULATION 2. Apply_SeasonalCriteria
Returns all books that satisfy a set of seasonal criteriaickviis
defined as a black box function.

EXAMPLE 3.
Based on the date, Mother’'s Day is the next commercial hglida
The Seasonal Criteria black boX/, determines that Fillicide is
a good seasonal topicd!! is (Hrotsvit, “Basilius”, $20); d'2 is
(Euripides, “Medea”, $16);d’ is (Homer, “lliad”, $18). d° is
(Euripides, “Medea”), since “Medea” is the only book fits tisea-
sonal criteria.

2.1 wny Not? Identity

When attempting to answer M¥ NOT?, we have three known
pieces from which to draw information: the query, the reseft
and the question. The querd, is the original query or workflow
posed against a dataget and can be broken down into a series of
MANIPULATIONS. The result setR, is the result of that query on
the dataset. We assume that the datdsebmprises a set of data
items not necessarily all of the same type. For exampl&) i a
set of relational tables, the data items may be individugletin
these tables. Similarljz comprises a set of result items. A result
item in R does not have to be iP» — it could have been derived by
composition of multiple items and other manipulations. \WeHer

assume that each item (in bofh and R) has an associated set
of attributes. If the item is a relational tuple, its attriési are the
individual fields of the tuple.

The user asks a Wy NOT? question of the form “Why does
R not contain any results satisfying predic&té The predicateS
is defined over (some subset of) the set of attributesf D, us-
ing positive predicate logic over individual attributesy Bis we
mean that each atomic predicate is evaluated over a sirighauss,
and atomic predicates are combined using AND and OR, but with
out negation. While more complex predicates could be altbime
theory, our extensive analysis of user needs suggesteddbiive
predicate logic was sufficient. A predicate that includegatien
introduces a double negative into the statement of ther\WMoOT?
question, which makes it awkward to state in English andadliffi
to understand.

A data itemd is said tosatisfypredicateS, if the values of the
attributes ofd causeS to evaluate to TRUE. Note that this is possi-
ble even ifd does not have all the attributes$h For example ifS
is a disjunction of atomic predicates, it sufficeg iflefines one at-
tribute and causes the corresponding atomic predicate T&RlkE.

A weaker condition is that asatisfaction-compatibilityThe pred-
icateS can be described as a tree, with an atomic predicate at each
leaf and an AND or an OR operator at each internal node. Given
the values of attributes i#h, some atomic predicates (at the leaves)
will evaluate TRUE, others will evaluate FALSE, and yet athe
will remain undefined. Based on these, we can evaluate tenit
nodes. If the root evaluates TRUE, the predicate is satisfied

if many internal and leaf nodes remain undefined. At any AND in
ternal node of the tree, if there is no child evaluating FALS1H

at least one child evaluating TRUE, then we can pretend Heat t
undefined children are all also TRUE to determine compdiibil



If, with this change, the root evaluates TRUE, then we sajttie
data itemd is satisfaction-compatiblevith predicatesS, even if it
does not in itself satisfy it.

To answer the user question, we must trace back fromit, and un
derstand the relationship between data items in the outpdata
items in the input. For this purpose, there is a well-acabpie
tion of lineage[5, 9, 10]. From [10], “Given a [manipulation] in-
stancer(I) = O and an output item» € O, we call the actual
setI™ C I of input data items that contributed tés derivation
the lineage of o, and we denote it a8 = 7"(0,1)". In other
words, thdineageof a data item is the set of input tuples that have
influenced the inclusion or appearance of that data itemernéh
sult set. Using our running example of the query evaluatiam p
in Figure 1(d), and the result of (Sophocles, “Antigoneifehge
will pinpoint the exact tuples in the input set that conttéuli to
(Sophocles, “Antigone”) being in the result set. In thiseahe
lineage of (Sophocles, “Antigone”) is (Sophocles, “Antig) and
(Homer, “Odyssey”). We utilize the definitions found in [5,290]
for lineage with the following exception: the lineage of aNVbr
MAX output data item is the data item(s) containing the régubr
value, not the entire input set. In this work, we denote tleision

m
of a lineage relationship with* 2o, wherem is a manipulation.
Using the concept of lineage, we can define the set of iterns rel
evant to the users YW NOT? question as follows:

DEFINITION 1. Unpicked:
A data itemd € D is said to beunpicked if
i. There exists an attribute € A that is both associated witti
and appears in the user question predicafe,
ii. dis satisfaction-compatible with, and
ii. disnotinthe lineage of any result item i

EXAMPLE 4.
Consider the shopper in Example 3. She may ask, “Why is “Basil
ius” not in the result set?”. The Unpicked data item, (Hrdtsv
“Basilius”), is specified by its title attribute. Observeahthe at-
tribute of interest is not explicitly named, and the questiwed-
icate S not explicitly stated. We deduce the intended predicate
based on an attribute value match. If the user had insteaddsk
“Why are no ‘Hesperus’ books in the result set?”, we would éav
found books with Publisher=Hesperus, “Epic of Gilgamesand
Hesperus in the title field, “Wreck of the Hesperus.” Of cauit
is also possible to specify a specific attribute-value pgiich as
titte="Coriolanus”.

If the user instead asks, “Why are there not (more) books hyéto
in the result?,” we would find all data items with an attributalue
of “Homer”, but then only the lliad is in the Unpicked, sindeet
Odyssey is in (the lineage of) the result set. Alternatj\glen the
results (Sophocles, “Antigone”) after the execution of évalua-
tion plan in Figure 1(d), the user may ask “Why not “Free Press
and “Penguin” books?”. In this case, only “Penguin” will besed
to identify Unpicked data items from the input set, sinceeér
Press” is in the lineage of the result data item.

Finally, note that every data item i may be Unpicked if the
user question is “Why is the resuit or “Why not anything”.

The concept ofineageis central to much provenance work, and
is the natural means to address WHY questions. We used tfis co
cept in our definition of Unpicked. Unfortunately, lineageaicon-
cept that applies only to data items in the result set, tcadita
items through manipulations from the result set to the ilspts. In
fact, lineage can be used to answer anyYANOT? query in which
the presumed Unpicked actually exists in the result set. évew

the data items we are interested in &@T in the result set, and
therefore do not have lineage. Thus, we must define a new pgnce
successarthat will permit us to trace forward from the input rather
than trace back from results.

DEFINITION 2. Successor:
Given a manipulationn that takes in datasef and outputsO,

d’ € Ois asuccessor af € I, iff d?d’.

Even though an Unpicked data item by definition does not exist
in the result set, or even after a manipulation, we can uselgfini-
tion of successor to watch how Unpicked data items move girou
workflows. Notice that a successor depends purely upon the no
tion of lineage, not attribute values. After a query, if arasks,
“Why not $61?”, it does not matter if a manipulation projeotg
the attribute $61. Using lineage, the tuple (Sophoclestitfame”)
is directly associated with the input tuple (Sophocles,tigone”,
$61). In other words, attribute preservation is not reglire

3. whHy Not? ANSWERS

DEFINITION 3. Picky Manipulation:
A manipulationm is “Picky” with respect to an Unpicked data item
w if:
i. w or a successor of is in the input set ofn, AND
ii. there is no successor afin the output set ofn.

For example, consider the evaluation plan in Figure 1(dj,tha
Unpicked data item (Virgil, “Aeneid”). Looking only at the
Otitle=""Odyssey”” Manipulation, the Unpicked data item is in the
manipulations input set, and its Successor is not in theusgt.
ThUS O it1e= 0 dyssey 1S @ Picky Manipulation for this data item.
In other words, a picky manipulation is one that causes aickeg
data item to be excluded from the output set of a manipulation

Given a set of Unpicked data items, we can identify one or more
picky manipulations for each. The union of all these maradpul
tions is the set of picky manipulations. We can present thetige
user in response to the MY NOT? question. However, this set
of manipulations may often be large. Users may be overwtgtime
with dozens of manipulations, each of which filtered sonmeglaiut.
While this is technically a correct and complete answer, osim
situations users are likely to want to know only about thehbgj
level (in the query tree) or latest (in workflow) picky maniigtions.
These are closest to the final result and hence “most visibléie
user. If desired, the user can dig deeper from here. Withitthis
mind, we define:

DEFINITION 4. Frontier Picky Manipulation:

A manipulation is “Frontier Picky” with respect to an Unpiekl
data item setU if:

i. the manipulation is Picky for at least some= U, and

ii there does not exist € U for which a successor af occcurs
later in the workflow.

Continuing with the example of why (Virgil, “Aeneid”) is ndn
the result set after the workflow in Figure 1(d), even though
Oitle=""Odyssey” 1S @ Picky Manipulation, itis not a Frontier Picky
Manipulation since an Unpicked Successor exists going into
Nb4price<a.price- Thusymb4price<a.price is not jUSt a Pley Manip'
ulation, but since no Unpicked Successors exist later irwibid-
flow, it is the Frontier Picky Manipulation.

Notice that whether a MNIPULATION is picky or not is depen-
dent upon the Unpicked data item of interest. In the abovempie
if the user wonders why (Virgil, “Aeneid”) is not in the resglet,
the Frontier Picky Manipulation i& price<a.price. HOWever, if



the user wonders why (Hrotsvit, “Basilius”) is not in theukset,
the Frontier Picky Manipulation i8;;/ier.1x £.4%-

3.1.1 Bottom Up
A generic bottom up algorithm to find the Frontier Picky Ma-

The discussion and examples thus far have focused on a singunijpuylation, and thus the answer torA NoT?, is presented in Al-

lar path of MANIPULATIONS. However, this does not need to be
the case. The execution of a workflow is a directed acycliplyra
(DAG), and can thus have many paths, as in Figure 1(c).

Let us walk through the series of operations in Figure 1)}, f
lowing the data item (Euripides, “Medea”). Operat@<s and7
are potentially Picky Manipulations. If (Euripides, “Meaig were
fed into any of these operators, it would not be part of thewiut
However, manipulatiof7 is not picky since the successors of (Eu-
ripides, “Medea”) never reach it. Operatois the Frontier Picky
Manipulation. Because the intermediate results furthevrdthe
DAG still contain (Euripides, “Medea”) despinot including it
as a successor in the intermediate result 8ag Picky, but not
Frontier Picky.

This leads to a formulation of what can be used to answer &user
WHY NOT? question.

DEFINITION 5. WHY NOT? Answer:
Given a user question regarding why not predic&ta a result set
R produced by workflowl”, comprising manipulationd/, upon
an input data seD, the answer to the user question comprises the
set of frontier picky manipulations it/ with respect to the items
in D identified as unpicked according thand .

In other words, a Wy NoT1? answer will return the manipula-
tion(s)m € M at which the last Unpicked successor was excluded
from the result set.

For instance, consider the query evaluation plan in Figgeg 1
which finds all books whose authors are from Europe and acegbri
greater than $100. Given the input dataseférOlde Booke Shoppe
and a result set df, a user may ask “why were no results returned”
(a.k.a. Why not anything?). If results are produced fromhlibe
selection on the both the books and author table, the joihbsil
called the Frontier Picky Manipulation, even though bole&#ons
may themselves also be Picky with respect to particular tkeul
items. If the query instead were slightly altered, to see&kiso
priced greater than $1000, then the price selection woulthee
frontier picky manipulation, since there are no books ogsthore.
The join no longer has any input and so is no longer Picky. How-
ever, the other selection remains Picky for some items evéins
case. If we further modify the query to seek books whose asitho
are from Antarctica and are priced greater than $1000, tlo¢m b
selections are identified as Frontier Picky. Notice thatsbeof
Frontier Picky manipulations produce the answers one wiotld
itively expect. In the original query, the response is that¢ is no
book that satisfies both requirements simultaneously,ghdlere
are bools that satisfy each individually. For the secondyube
response is that there are no books priced over $1000 (tltbegh
are books by European authors). For the third query, th®nsgpis
that no books are priced over $1000 and no books are by Amtarct
authors.

3.1 Determiningwny Not?

The definitions above immediately lead to a simple Bottom Up
evaluation strategy described below. An alternative, Tapvi),
stategy can also be developed, which can turn out to be signify
more efficient depending on the position of the Frontier Pidla-
nipulation(s).

2In the event that operatdr also excluded (Euripides, “Medea”)
from the intermediate result set, then the set of FrontiekyPMa-
nipulations would bd and?2.

gorithm 1. It checks the output of every manipulation befign

at the DAG sources and proceeding in topologically sortet&ior
Whenever it finds no Unpicked successors at the output of a ma-
nipulation, it has found a Picky Manipulation. To find the o
tier Picky Manipulation, we have to continue through the Dé@l
make sure that Unpicked successors do not appear later@Ge

for example through an alternate, disjuntive, path.

Algorithm 1: Answering WHY NoOT? Bottom Up.

Input: DAG, M, of manipulationsim

Input: Global Input Dataset])

Input: QueueQ, initialized with Source
Input: Unpicked,U

Output: Frontier Picky Manipulation(s), picky

1 #Run in Breadth First Search order from Source to Sink
2 forall m manipulationse QueueQ do
3 O,,, = output set ofn, computed by evaluating: on its inputs;
4 U,,, = Unpicked inputs ofn;
5 if successorExistél,,,, U, ) then
6 forall ¢ manipulationsc m.childrendo
7 RecordO,,, as an input ta:;
8 c.numparent- -;
9 if c.numparent==0then
10 | Q.addg);
11 end
12 end
13 end
14 else
15 | flagPossPickyt);
16 end
17 end
18 forall m manipulations flaggedPossPickyp
19 forall » manipulations flaggedPossPickyp
20 if m is reachable fromm then
21 | Then removen from flaggedPossPicky
22 end
23 end
24 end

The functionExISTSUCCESSORS outlined in Algorithm 3. The
cost of Algorithm 3 isO(OU's), whereO is the size of the output
set,U is the size of the Unpicked set, and the determination of the
successor relationship betweendo (line 5) takes time9(s).

Finding the Frontier Picky Manipulation runs@(nxO*U s+
e) time wheren is the number of manipulations in the DAG&the
number of edges in it) is the largest output set for any manipula-
tion in the workflow, and/ ands are as above. The determination
of Unpicked successors involves generating the relevapuoset
O, and then running the function successorExits( U.,,) to
determine ifO,,, includes any successor of the Unpickéd (The
algorithm for finding Frontier Picky manipulation also hairal
step to ensure that there are no unpicked successors deamsf
a possible Frontier Picky manipulation. Since the numbezaof
didates is usually very small (and frequently is just one ignore
this cost in the above formulae).

3.1.2 Top Down

An alternative strategy is to work top down from the resaloK-
ing for Unpicked successors. As soon as an Unpicked suacissso
sighted, back up one step and output the identified FronigyP
manipulation. This top down strategy to find the Frontierkipic
Manipulation, and thus the answer tol¥ NOT?, is presented in
Algorithm 2. It begins with the outputs of the penultimatenipa
ulation and checks the lineage for every data item. If sismrsgo
the Unpicked are found, then the ultimate manipulationésiton-



tier Picky Manipulation. If no successors are found, theatgm
iteratively checks manipulations in reverse toplogicaibyted or-
der. This algorithm also runs i@(n * s + e) time wheren is the
number of manipulations in the DAG,the number of edges in it,
ands is the time it takes to determine Unpicked successors.

Notice that this strategy requires all intermediate restdtbe
stored after the query has completed foHWNOT? query evalua-
tion. While this is an unreasonable assumption in classabdses,
itis often the normal operating procedure in e-science;detabase
systems [6, 11, 21, 23].

Algorithm 2: Answering WHY NoOT? Top Down.

Input: DAG, M, of manipulationsimn

Input: Output Dataset).,,,, for each manipulatiomn

Input: QueueQ, initialized with penultimate manipulations to Sink
Input: Unpicked,U

Output: Frontier Picky Manipulation(s), picky

1 # Run in Breadth First Search order from Sink to Source
2 forall m manipulationsc QueueQ® do
3 U,,, = Unpicked inputs ofn;
4 if successorExistél,,, Uy, ) then
5 forall ¢ manipulationsc m.parentsdo
6 c.numchild- -;
7 if c.numchild == Othen
8 | Q.addg);
9 end
10 end
11 end
12 else
13 | flagPossPickyt);
14 end
15 end
16 forall m manipulations flaggedPossPickp
17 forall » manipulations flaggedPossPickyp
18 if m is reachable fromn then
19 | Then removen from flaggedPossPicky
20 end
21 end
22 end

3.1.3 Top Down vs. Bottom Up and Intermediate
Datasets

The asymptotic worst case complexity of the two algorithes i
identical. Which should one choose? It depends on whereein th
workflow the frontier is, and whether materialized interiagels
exist. Top Down will quickly find Frontier Picky Manipulatis
close to the output, while Bottom Up will do better with earli
Frontier Picky Manipulations. In Bottom Up, we are facedhat
distinct choice:

e Keep all intermediate result sets. Find the data items(s) in
input and intermediate datasets that could correspond to it

e Start with initial data items, and re-run, flagging all imtes-
diates that are potential Unpicked data item(s).

There is obviously a trade-off in space and time for theseapro
proaches. This has been explored in [7] in the form of Stromdy a
Input-Only Identity, in which intermediate result sets stered and
only the input datasets are saved respectively. If all mesliates
are stored, then we merely search through all input andnraei
ate data items for possible Unpicked matches using eithéoi®o
Up or Top Down. On the other hand, if only input data items are
kept, then we are required to utilize the Bottom Up approaeh,
running the set of MNIPULATIONS to obtain the require@®,,, for

Algorithm 3: Code for successorExists function.

Input: O, the output set of some manipulation
Input: Unpicked,U,,,
1 forall o data itemsc DatasetO do
forall » data itemsc UnpickedU,,, do

2

3 if u’othen

4 | return TRUE;
5

6

end
end

8 return FALSE;

4. FINDING SUCCESSORS

The central function, repeatedly performed in the above-alg
rithms, is the task of successor determination. For each ite
the output set of each manipulation, in turn, we have to deter
if it is the successor of some Unpicked item. The basic method
of finding successor is to actually apply the manipulatiothvaill
inputs and compute the result. Given the result of intetbste
is no easy way in general to go back and determine which source
data items contributed to it, unless lineage informatiois Wweing
stored somewhere. Instead of laboriously checking lin@sgev-
ery data item output from every manipulation, are there @rtgs
of manipulations that we can utilize to skip manipulatiomslook
at only a subset of outputs? What we want is Successor \fgibil
Given an input dataset], and output datasetp, and a ma-
nipulation, m, for every data item produced by, we can write
01 = m(i1,i2...,in) Whereo, € O andi, € I.

DEFINITION 6. Successor Visibility:
A manipulation has Successor Visibility with respecattd we can
determine (for all values of, and o,) whether there exist;, o2,

etc. such thatzZLoy Vi in O(1) time.

In other words, if we can determine the successor of a data ite
after a manipulation, without performing the computatidrtte
manipulation, or exploring alternative values far, i, etc, then
there is Successor Visibility. For relational operatoke Iprojec-
tion, the act of determining successor visibility will betkviespect
to a specific attribute. However, the above definition walkavork
for user defined functions (UDF). Consider a simple UDF tleat r
turns 1 if a word begins with ‘a’, 2 for ‘b’, etc. In this casappid-
ing a hashmap can find a successor in O(1) time without spegify
an attribute.

The definition of Successor Visibility merely states a ddsie
property, but does not specify how that property could béeaell.
In a database query scenario, one common way to achievesthis i
throughattribute preservation For example, if our Wy NoOT?
question is with regard to the author Homer, and the authlatie
retained through the workflow from source dataset(s) toesalt,
then we say the attribute of interest has bperservedit becomes
trivial to identify Unpicked successors — they are exadily inter-
mediate (and final) result items with a value of “Homer” foeth
author attribute, no matter how may selections, projeoiss;j etc.
may have been applied.

Attribute preservation is not the only way to achieve Susoes
Visibility. In fact, many non-database workflows do not hafis
property. Consider a simple MiiPULATION found in myExperi-
ment [23]: getProteinSequence. The input is a protein_dltha

each. The Bottom Up algorithm presented above, assumes onlyoutput is an amino acid sequence. In the above example,inmild

input data is kept — if intermediate data is available, linea8 be
changed to avoid computing each, .

a lookup hashtable of used protein_ids and sequences canit per
successor determination @(1) time, and hence give Successor
Visibility.



Manipulation Visible? | Successorp,, giveni
Projection Yes All o, where the attribute-value sgt
intersects the attribute-value setiof
Selection Yes All o, with exact
attribute-value matches to
Rename No
Join Yes All o, with intersecting
attribute-value set
on the “left” or‘right” to ¢
Division No
MIN or MAX Yes o if o contains the
attribute-value from
COUNT, SUM | Yes o
AVERAGE

Table 2: The Visibility Rules for the Relational Operators.
Given an input data item, in some cases, we can find succes-
sors without using the Lineage Method.

Moreover, a sequence of manipulations can have Successior Vi
bility if each manipulation in the sequence has Successibility
with respect to the appropriate (chain-forming) input. Fstance,
in the workflow in Figure 1(a), the module
Select_All_Books takes in a data item from the books table, and
produces an exact representation of it as a string. As stislpas-
sible to correlate the input and output data items withoutirening
the manipulation. ThuSelect_All_Books has Successor Visibil-
ity. Indeed, the chain of manipulations fro8elect_All_Books
through Select_Books_<$20 has Successor Visibility. Notice
that the manipulatioApply _SeasonalCriteriadoes not have Suc-
cessor Visibility. In Table 2, we state conditions under ebhvis-
ibility can be used instead of lineage for standard relatiopera-
tors.

Successor Visibility is not just a cute trick to make findingcS
cessors faster. In some cases, it is the only way to find Ssoces
For user defined functions (UDF) in SQL, and any module in a
workflow system such as [6, 11, 21], it is impossible to use lin
eage to trace data items through operators as we have inahis w

Consider two workflow modules found in [23].
e A manipulation takes in a protein identifier, searches

SwissProt and returns the protein record.
e A manipulation takes in the results from a NCBI query and

_ removes duplicates. ) )
Lineage as defined in [5, 9, 10] cannot be applied to thesepnani

ulations. However, both have Successor Visibility. Thyshaving
Successor Visibility, our methods can be extended out ofvtiite-
box relational world into the black-box world of workflow ggms.
Of course, the obvious question that arrises is whether Hjerity

of black-box manipulations in workflow systems have Suamess
Visibility. Our findings are positive. We sampled 100 workik
at random from myExperiments [23]. We found a total of 478 ma-
nipulations (called “modules” in their terminology) in e 100
workflows. Of the 478 modules, 273 easily satisfied Visipili
that they could be mapped to a relational algebra expresbain
has Successor Visibility. We believe that additional asialycan
show that several of the remaining 205 modules also haveeSucc
sor Visibility, but we did not perform an exhaustive anasysOur
point is simply that a majority of the modules were Succeséer
ibile. Moreover, work such as [25] is attempting to make viiark
modules more visible by tracing and understanding the Ulyidgr
operating system calls. Thus, Successor Visibility can dedun
many cases to answer ¥ NOT? questions in workflow systems.

Title Author Price Main Pub. Loc.
Char. Date
Anna Karenina ? ? Woman | 1800s | Rus.
? J.R.R Tolkien | $30 Wizard | 1940s UK
Hamlet Shakespeare | ? King 1600s | UK
Harry Potter 1-7 J.KRowling | ? Wizard | 1990s | UK
Antigone Sophocles ? Woman | 400BC | ?
Aeneid Virgil ? Warrior | 100BC | ?
Hitchhikers Guide | ? $5.99 | Aliens | 1970s | ?
to the Universe

Odyssey Homer $49 King 800BC | ?
Basilius Hrotsvit $20 Woman [ 900s ?
Pride and Prejudicqd Jane Austin $14.99 | Woman | 1800s | UK

Table 3: The Knowledge Table presented to the users. “?” in-
dicate values the user does not know.

Users Satisfied by Non-Answers and

WhyNot? Answers

100%

90%

80%

70%
-
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O 50%
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30% -

20% -

10% +—
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1 2 3 4 5

Non-Answers Question

B WhyNot?

Figure 2: The users who were satisfied with Non-answers and
WHY NoT? answers for each query in Table 4.

5. EVALUATION

Is it possible to provide useful Wy NOT? answers to users?
Can we compute these answers in reasonable time? Our findings
are positive.

In this section, we demonstrate the feasibility oHW NoOT?
answers. We begin with a user evaluation o WNOT? answers,
and show that users both find the style of answers presenthisin
work useful and informative. We then evaluate the efficieaty
alternative techniques for finding M¥ NOT? answers.

5.1 User Evaluation

5.1.1 Setup

This work proposes a methodology for answering user questio
about their world. As such we designed a user study to evaluat
the effectiveness of Wy NoT? answers. While we have anecdo-
tal support from scientists that this approach is usefukas im-
possible to build a controlled experiment separated frafividual
scientist’'s domains of interest. As such, we used the rgnbgok
example as a domain independent base for control reasons.



English Query Behind the Curtain Execution Eval. Plan
1 | Select all "Window-Books" (you think window books afe$20) bookstore— (select books< $20) — (select books written after 1700) Fig. 1(a)
— output results
2 | Select the top count character-type bookstore— (select book characters) Fig. 1(b)
— (group kings/warriors/wizards as king) (for characters, tally count)
— (select top count)— output results
3 | Select all books whose title starts with 'A" and are priceskléhan the Odyssey bookstore— [(select books title A’ = a), (select price of the Odyssey)}y b | Fig. 1(d)
— (retain b> a.price)— output results
4 | Select all books written in the UK and priee $25 bookstore— [(select books< $25 as a), (select books from UK as b)] Fig. 1(e)
— (join a,b ) — output results
5 | Select the union of Shakespeare books and books thac$50, [bookstore— (select books< $50 as a), Fig. 1(c)
that are both a window book and published before 1950. bookstore— (select books author="Shakespeare’ as-b)[union a,b)
— (select pub before 1950} (select college-book)- (select books< $20)
— (select books written after 1700) output results

Table 4: The set of English language queries users were ask&mlperform, and the secret, behind the curtain execution thaactually
occurred.
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Figure 3: (a)-(d) The query evaluation plans for the Crime Queries used (Queries 1,3,4,2 respectively).

(e) The Trio @nie Schema.
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Because we are interested in user questions about wNat ia
the result set and this is dependant on expectations of gesujts,
the first hurdle was to force a disparate group of users tofask t
same set of Wy NOT? questions. Users were presented with
a Knowledge Table, as shown in Table 3, that represented thei
knowledge of the Book Database. They were asked not to rely
upon personal knowledge of any of the books. The users were th
given a set of English language queries to find books in thekBoo
Database. Table 4 shows the queries the users were givens Use
were told that the English query expressed was what theyedish
to find books for, but that behind the curtain, the executeghgu
could do extra machinations. The exact evaluation plan akwo
flow is described in Table 4 as well, and except for minor manip
lation difference$these mimic the workflows and evaluation plans
in Figure 1.

To force the users to think about the query, they were theadask
to mark the checkbox of each tuple tisftouldbe in the result set
based on the English language query. In the worst case, 8786 of
users chose the expected result set that satisfied the duettye
best case, 100% did. Thus, the bulk of the users expecteduhe s
set of tuples in the result set. The users were then preseittethe
actual result set of the query. These were designed to coaltdiut
one of the tuples from the expected result set, thus encimgy adj
disparate users to ask WY NoT? about a particular tuple. When
users asked WY NoT? about this tuple, they were presented with
the answer given by our technique and by a comparison baselin
technique.

There is very little work addressing the W NoOT? problem.
The only solid comparable work we are aware of is in [14]. In
that work, which was focused on explaining why informatismot
present after querying extracted and integrated data fnemveb,
the authors look at non-answer tuples in the input sets thatlc
become answers (but do not). They define trusted and urdruste
sources, then find if there are any valid updates to the uettus
sources that will include the sought after tuple in the resed. In
other words, looking at the non-answer (Virgil, “Aeneidfjex the
query plan in Figure 1(d), updating the price valuet&49 would
include (Virgil, “Aeneid”) in the result set. Thus, the “amer” pre-
sented in [14] would be the set of changes to the non-ans\ypér tu
that would have resulted in its inclusion in the result set; will
call this method\Non-answers The second answer presented was
that of our technique, the Frontier Picky Manipulation; \eéer to
this method as \WWy NoT?. For each answer, the user was asked
whether the answer satisfied their question about the ngisgpie.

Fourteen users partook in the user evaluation. All were ispe
in Computer Science, most with graduate degrees, but noae kn
the details of the problem we were addressing, or were awlighw
technigue was ours.

5.1.2 Satisfaction

Figure 2 shows the user satisfaction for each query. In,total
76% of users were satisfied on average witRY\ANOT? answers.
While, this is not quite 100%, it is a large majority, and isipably
good enough for us to declare that our proposed techniqeefsiu
In comparison, 31% of users were satisfied with Non-answers a
explanation. Further analysis reveals other patterns.

Given the set of user Questions, and the actual executiors pla
presented in Table 4, two classes of questions are evidemri€3

3Minor changes were made to the plans in Figure 1 for represen-
tation ease and to decrease the amount of reading requirbe of
users. For instance, Window Books are books <$20 and pellish
after 1700, instead of <$20 and fitting a seasonal criters@tan

a particular date.

3-4 have relatively straightforward English language @seand
simple evaluation plans. On the other hand, Queries 1, 2 amd 5
more complex. In Queries 1-2, the English Query is straightf
ward, but the User Defined Functions actually executed daligt
exactly with the English Query. Thus, the users are at a |d&nw
something so simplistic looking doesn’t behave as expeeery

5 is complicated in a different way; the English Query masctine
evaluation plan exactly, but is very complex and hard toofellIn
Figure 2, there are two distinct behaviours visible. For Qioes
1,2 and 5, Wiy NoT? does significantly better than non-answers,
while for Questions 3—4, non-answers anciWNOT? are on par.
In other words, while non-answers provides adequate assiwer
straightforward selection-style queriesHW NOT? is significantly
superior (with a p-value of.3e — 7 according to a Fisher Exact
Test) when complications in either the query or the exeaypian
are present.

5.2 Performance

As discussed in Sections 3—4, there are two methods for findin
Frontier Picky Manipulation(s), Top Down and Bottom Up, and
two methods for finding successors: lineage and visibilitydate,
there is only one system we are aware of that supports linesge
a first class operator, Trio. Trio [1, 19] is built on top of Rpss,
and has the ability to trace the lineage of any tuple foundviea
back to the original input tuple(s). Since one of the methads
posed for finding successors requires lineage, we used o
backend database. All algorithms were implemented in Jada a
run on a Dell Windows XP workstation with Celeron(R) CPU at
3.06GHz with 1.96GB RAM and 122GB disk space. For compari-
son of Bottom Up vs. Top Down, materialized intermediatesewve
utilized.

We utilized the Crime queries that are so often used to shesvca
Trio, since they had complex query evaluation plans thaldcpro-
vide a variety of answers for Wy NOT? questions. Additionally,
while we used the classic Crime dataset as a template, wa@ésga
the number of tuples so that it was less of a toy dataset. The to
tal size of the crime database is 4MB. Queries 1-4 produc8,769
65,319, 140,699 and 5 tuples respectively. The numberepies
below rely heavily upon the specifics of the Trio system. How-
ever, Trio is the only system available for tracking lineagthin a
database.

We ran four base queries, performed against the expanded Tri
crime dataset. The evaluation plans for all four queriesvdeter-
mined using “Explain”, and are shown in Figure 3. For eachygue
we then asked a series of W NOT? questions by specifying an
attribute that existed in the input dataset but not in thd fiesult
set. For instance, Wy NoT? “Mary”, where Mary could be a
potential value for a suspect or witness.

5.2.1 Bottom up vs. Top Down

Figure 4 shows the run times to find the Frontier Picky Marapul
tion given an Unpicked set using either the Bottom Up (BU)ap T
Down (TD) approach, using lineage to find Unpicked Succeassor

TD does significantly better than BU for all query evaluation
plans except Query 4. Given the nature of the query evaluatio
plans, this is to be expected. Consider the query evaluptamnfor
Query 1inFigure 3(a), and the Unpicked data item UP1, “Aoriigj’.
There are only five tuples in the entire crime database thrabea
mapped to an Unpicked with “Antigone”: a tuple from the Wise
table with Witness.name="Antigone”, three tuples from Sew-
car table with Sawcar.witness="Antigone” and one tuplarfrine
Sawperson table with Sawperson.witness="Antigone” (snéor
the crime database is in Figure 3(e)). UP1 does not ever iexist



manipulationsa, or f in Figure 3(a). However, these are not Fron-
tier Picky Manipulations since it does exist in another $qtaths,

b, c, d, e andg. The true Frontier Picky Manipulation fssince
this is where the attribute “Antigone” finally disappearsrir the
result set. As such, the TD algorithm only tests one manifmria
while the BU algorithm must work through all eight. Convdyse
Query 4 is highly selective very near the sources. As such, TD
must check all eight manipulations. BU does not save veryhmuc
though. Although the Frontier Picky manipulations are velose

to the sources, BU still must check four of the manipulatiortsus
using the TD algorithm is best when there is low selectivisiyin

the query evaluation plan. However, while TD may be worsa tha
BU when there is high selectivity early in the evaluationmpliais

Large Unpicked Set
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Figure 7: Effect of a Large Unpicked set on finding the WHY

not much worse since BU must do almost as much work. In other N o122 answer.

words, due to the “fan” structure of most query plans, TD &hou
be preferred to BU, in situations where both can be used.

5.2.2 Lineage vs. Successor Visibility

The times presented thus far are using lineage to determine U
picked successors. If we have Successor Visibility, usttripate
preservation for the Crime queries, then we can find successo
much more efficiently, as discussed in Section 4. Figure Svsho
these savings. The labels on the X-axis map to the manipuokati
labeled for each Query in Figure 3. Overall, using Succegsor
ibility causes a marked decrease in the amount of time netded
detect Unpicked Successors, as expected. However, this ot
not always to be a win — keeping track of Successor Visibikty
quires additional data structure support. For example,uar®3,
manipulationl is lineage equal to Successor Visibility. This ma-
nipulation (anck before it) is dealing with 140,699 tuples, and the
data structures used to implement Successor Visibility @adt-
head while providing only limited benefit.

In Figure 6 we show the average time for lineage and visybilit
for all queries and Unpicked data items run in all experiradano-
ken down by relational operator type. For all selection axid pp-
erators, using Successor Visibility does much better theage.
However, for projections in Query 3, using lineage is bettRe-
member that Query 3 generates a huge result set, and theistsic
used for Successor Visibility begin to thrash at that leviebuat-
put. Eventhough Successor Visibility is a fast operatioms per-
formed outside the relational database, thus losing albpaance
enhancements for large data manipulation that can be keeiay
the lineage version. Successor Visibility in this case d@drform
on par with lineage if more attention were paid to memory ngana
ment, disk io, etc. Otherwise, using Successor Visibilitgldes a
drastic reduction in time needed to find the Frontier Pickyia-
lation.

5.2.3 Size of the Unpicked Set

In Figures 4-5, each Wy NoT? question identified a small
set of tuples in the input data set as Unpicked, on averaget &bo
items. Figure 7 shows how the MY NoT? algorithms fare with a
change in the number of Unpicked data items. For clarity vesvsh
only the results from Query 4, and compare againstW\NoT?
questions that have only a few Unpicked Data items. Unpicked
UP1-5 have five Unpicked tuples returned, while Unpicked &P2
30 specify the attributes most found in the database, neigiump
to 50 Unpicked tuples. We find that the number of Unpickedésipl
does not affect the overall runtime of either TD or BU algumits,
whether we use Lineage or Successor Visibility.

These experiments show that it is possible to answer\MoT?
queries in reasonable time on basic desktop machines amdshe
of our algorithms is generally small compared to the costhef t

obtaining lineage. If we were to use a different system toagan
lineage, the performance would largely depend on this Uyidgr
system, and not on our algorithms.

6. RELATED WORK

This work draws heavily upon the formalisms and concepts of
lineage set out by [8, 9, 10], and uses the implementatiohexht
in Trio [1, 19, 24]. Moreover, work such as [25], is attemptiio
extend the ability of tracing lineage through non-relatiooper-
ators by recording system-level calls and recording whapeas
for each input despite not being able to see in the workflovaute
black box.

Several groups are also beginning to think about why iteras ar
not in the result set. For instance, [14] defines the conckfiten
provenance of non-answers. A non-answer, is very similauto
concept of an Unpicked Data item. However, instead of attemgp
to find the manipulation that excluded it from the result §&4]
look for theattribute within the Unpicked that caused it to be ex-
cluded from the result set. By substituting an “always truafue
for each attribute in the tuple until it is included in the uktsset,
they can pinpoint the attribute(s) responsible.

This work attempts to answer user queries about resultatbat
created via processes and datasets that are opaque toithE@se
20] attempt to do this for programmatic interference. Famegle,
“Why did MSWord capitalize this word?”. While the detailstudw
they accomplish this task are completely different fromsouhe
underlying problem remains the same: users are confrorgidg d
with processes and data that they do not understand. Addilyo
[22] looks at data publishing security, and allows userstify that
their query results are complete as well as authentic. Whéé&
motivation and methods are security focused, they too teenat-
ing to give users more control and ability to probe the unyiieg|
data.

7. CONCLUSIONS

In this work, we outline a new problem facing users whose ac-
cess to the underlying data is restricted. When users atgdait@a
sift through the data themselves, it is impossible to discavhy
a data item is not in the result set. Is it not in the input dete®
Is some manipulation between the input and the user diswardi
it? Etc. In particular, we found that when biological restasci-
entists were presented with information from bioinforroatiools
that clashed with their beliefs, especially absent datay there
unable to determine what happened. We provide a framewaik th



allows users to ask Wy NOT? questions about data items not in
the result set (Unpicked). Additionally, we create a motal @l-
lows us to pinpoint where the Unpicked data item was dischrde
from the final result set.

We implement the model using two different algorithms fodfin
ing the manipulation of interest, and two different methfmadind-

ing a data items’s successor. We show how these methods oempa

using a well-known set of queries. Additionally, utilizirguser
study, we show that the techniques presented herein satisifly
answer a user's Wy NOT? questions.

Our goal in this work was to create a practically useable user

understanding system for databases of moderate size.ri&tigas
are expensive, and scaling this approach to large dataisasekal-
lenge, and will probably involve special consideration aftfular
operators instead of generic manipulations as done in thik.vin
this work, we have found a sweet spot in which we can give mean- [15]
ingful explanations, at acceptable time and computatioosi.
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